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METHODS AND SOFTWARE FOR SIGNIFICANT INDICATORS 
DETERMINATION OF THE NATURAL LANGUAGE TEXTS 

AUTHOR PROFILE
Methods for the formation and optimization of author profiles are presented. The author profile is an image – a 
vector in a multidimensional space, which components are author’s texts measurements by a number of methods 
based on 4-grams, stemming, recurrence analysis and formal stochastic grammar. The author’s profile is a 
model of his language, including vocabulary, sentence syntax features. A comparative analysis of each of the 
methods effectiveness is carried out. By means of the genetic algorithm, a reduced profile of the author is formed. 
Insignificant indicators are excluded, which allows to reduce their number by 20%. The reduced author’s profile 
contains attributes that are significant for this author and is an effective attribution of a particular author.
Keywords: natural language texts, authorship determination, genetic algorithm, recurrent analysis, statistical 
analysis, text classification, pattern recognition, formal grammars

Introduction

Attribution of authorship is the prob-
lem of identifying an anonymous text author or 
a text whose authorship is in doubt [1]. There 
are many examples in the literature of differ-
ent countries, when doubts arose in the work 
authorship and authorship was not reliably es-
tablished.

To resolve such controversial issues, an 
analysis of the other authors works is carried 
out, during which it is required to determine 
the significant characteristics of the text and 
the author’s style as a whole. Subsequently, the 
belonging of the text to one or another author’s 
pen will be determined by the closeness of the 
text under study writing style to one of them. 
In most cases, such a task of determining the 
text authorship refers to classification tasks.

There are various subtasks in text clas-
sification, and they can be divided into themat-
ic and non-thematic. The traditional classifica-
tion of texts is based on their subject matter.

However, over the past 20 years, areas 
of non-thematic classification have also been 
actively used, for example, in such subtasks as 
genre classification [2,5], sentiment classifica-
tion, spam identification, language identifica-
tion, authorship identification, and plagiarism 
detection [3].

Many algorithms have been developed 
to evaluate text authorship. These algorithms 
rely on the fact that the authors are character-

ized by the linguistic features of their own lan-
guage at all levels – semantic, syntactic, lexico-
graphic, spelling and morphological [4], which 
manifest themselves in the writing of texts.

As a rule, these features appear uncon-
sciously in the authors works and thus provide 
a useful basis for determining authorship. The 
most common approach to determining au-
thorship is to use stylistic analysis, which takes 
place in two stages: first, certain style markers 
are extracted, then, some classification proce-
dures are applied to the resulting model.

These methods are usually based on the 
calculation of lexical measures representing 
the author’s vocabulary richness and the com-
monly used words appear frequency [5].

The extraction of style markers is usual-
ly done using some form NLP analysis, such as 
tagging, parsing, and morphological analysis.

However, this standard approach has 
several drawbacks. First, the methods used to 
extract style markers are language specific. For 
example, the English parser is not applicable 
to texts in German, Ukrainian, or Chinese.

Second, feature selection is not a trivial 
process and usually involves setting thresholds 
to exclude non-informative features [6].

These decisions can be extremely sub-
tle because although rare features contribute 
less signal than common features, they can still 
have an important cumulative effect [7].
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Thirdly, modern authorship attribu-
tion systems – determining the author of a 
text – invariably analyze by words. However, 
although word-level analysis seems intuitive, 
it ignores the fact that morphological features 
can also play an important role, and in addi-
tion, many Asian languages such as Chinese 
and Japanese do not have well-defined word 
boundaries in text.

When working with a small number of 
authors and their works, the number of mea-
sures for comparison will also be small. How-
ever, if the number of authors or classes is 
much larger, it is necessary to set a limit on the 
amount of information about the author, i.e. 
create an author profile that will include only 
the most informative indicators from a large 
list of them.

At present, approaches starting with 
the theory of pattern recognition, mathemat-
ical statistics and probability theory, algo-
rithms of neural networks and cluster analy-
sis, and many others are used for text attribu-
tion.

This article solves the problem of deter-
mining the text authorship various attributions 
effectiveness – from the set of text attributes 
obtained by different methods, their subset is 
distinguished, which is sufficient to identify 
a specific author of the text. We will consider 
these subsets as effective attribution of a par-
ticular author.

The work is carried out on Ukrainian lit-
erary texts and explores the features of speech 
constructions and sentence construction that 
are specific to the Ukrainian language.

The allocation of effective attribution 
of the author is carried out on the basis of ex-
periments with texts of different Ukrainian au-
thors by means of a genetic algorithm.

Methods
Several methods are used to analyze the 

texts of different authors, form their profiles, 
highlight the most significant indicators, and 
then reduce the data of each profile to reduce 
the time and computational resources required 
during the experiment.

Below is a general scheme for high-
lighting the effective attribution of authors 
(Fig. 1).

Figure 1 – General experiment scheme 

In the selecting weights process for 
each of the indicators using a genetic algorithm, 
the following is performed: the initial weight 
vector Wk of the first generation is randomly 
formed, the fitness function is determined, and 
the best ones are selected with a crossover and 
mutation to form a new generation Wk. 

Fitness function  where 
 – is the profile of the k-th work author,  – 

are the measurement weights corresponding to 
this author, ρ – is a function that experimen-
tally determines whether the authorship of the 
k-th work is established correctly.

The last two steps are repeated until the 
improvement of the function result stops, af-
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ter which the process is considered completed, 
and the weights are determined.

The last step is to reduce the number 
of indicators. хj and wj are successively elim-
inated such that . If the result 
remains the same or slightly deteriorates, the 
profile reduction continues. As soon as the re-
sult begins to deteriorate significantly, the con-
traction stops and is considered complete.

Frequency analysis in creating 
an author profile

Frequency analysis is one of the most 
common text analysis methods. For many lan-
guages and a large number of authors, linguists 
compiled an author’s language frequency dic-
tionary or for the individual author’s texts [8, 
9]. The basis of such text processing is the cal-
culation of a single character occurrence fre-
quency for a particular text. Based on the data 
obtained, it can be concluded that each text 
will be characterized by its own individual fre-
quency structure.

This method is based on the fact that 
there is a non-standard statistical distribution 
of characters within the text. 

Practical application of this approach 
can be very different. A large number of works 
have been devoted to this problem. Also, the 
problems of frequency analysis occur when 
the process of decoding is necessary, the nec-
essary set of data selection in large arrays, the 
analysis of texts that were written in ancient 
languages, and the conduct of categorization 
processes. The implementation of frequency 
analysis can be used in expert systems. At the 
same time, the frequency component under-
lines the measure of texts proximity.

The method of text analysis using 
N-grams is a relatively new method and in most 
cases is used to search for plagiarism in various 
text sources [10, 12]. This method also shows 
the best results in determining the authorship of 
texts using frequency analysis [12, 13].

In the current work, 4-grams are used 
due to their greatest efficiency in determining 
authorship in previous works [12, 13].

Based on the obtained frequencies of 
4-grams, a recurrent analysis adapted for work-
ing with texts is carried out – a time series is 
built based on the frequency of occurrence of 

each 4-gram in order (advance to the next cor-
responding element is taken as a unit of time), 
on the basis of which a recursive diagram is 
formed. According to the resulting diagram, 
the following indicators are calculated: for re-
peating statistically similar symbols, 𝐷𝐼𝑉 – is 
a value, reverse maximum length of diagonal 
structures; 𝐸𝑁𝑇 – indicate the frequency dis-
tribution of the statistically similar characters 
repetition, 𝐿𝐴𝑀 – indicates the repetition of 
statistically similar characters, 𝑇𝑇 – indicates 
the average frequency of statistically similar 
characters repetition. [12, 13].

An example of 4-grams from the work 
“Доля” by T. Shevchenko:

Ти не лукавила зо мною,
Ти другом, братом і сестрою…
Obtained 4-grams: тине, инел, нелу, 

елук, лука, укав, кави, авил, вила, илаз, 
лазо, азом, зомн, омно, мною, ноют, оюти, 
ютид,…

Using stems to form an author 
profile

Stemming is the process of shortening 
a word to its base by cutting off parts, such 
as an ending or a suffix. The basic concept of 
stemming is words with the same stem or root 
that refer to the same concept.

The results of stemming are some-
times very similar to determining the root of 
a word, but its algorithms are based on oth-
er principles. Therefore, the word after pro-
cessing by the stemming algorithm may dif-
fer from the morphological root of the word. 
Stemming is used in linguistic morphology 
and information retrieval [16]. Many search 
systems use stemming to establish synon-
ymous relationships if they have the same 
forms after stemming.

Martin Porter’s stemming algorithm 
has become widespread and has become the 
de facto standard stemming algorithm for the 
English language.

In this work, Porter’s stemmer adapt-
ed to the Ukrainian language is also used and 
studied from its effectiveness point of view for 
determining authorship [14, 15]. It is used to 
work directly with the texts of various authors 
and also to build a various stems frequency 
profile, specific to each author.
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An example of the same passage from 
the work “Доля” by T. Shevchenko after stem-
ming: т, лукав, мн, друг, брат, сестр.

Using dictionaries to create author 
profile

To conduct an experiment in this paper, 
we studied the effectiveness of using a dictio-
nary. In general, the dictionary was developed 
on the basis of two approaches. The first, dic-
tionary was the public dictionary the Large 
Electronic Dictionary of Ukrainian (VESUM) 
[17]. And the second, one was formed on the 
basis of Ukrainian text bank, including literacy 
texts, messages, posts, etc.

Based on it, a complex dictionary was 
built containing unique word stems, their end-
ings and prefixes. To reduce its size, a prelimi-
nary selection of unique endings lists was car-
ried out and only an index from it was assigned 
to the stem of the word. Maintaining a list of 
vowel alternations in words is also supported.

To create lists of prefixes for the bas-
es, the formed dictionary was analyzed for the 
presence of bases that differ only in the pres-
ence of a prefix by simple enumeration. As a 
result, the original dictionary of bases has de-
creased – all key bases have been assigned the 
corresponding index from the list of prefixes, 
and the extra bases with prefixes have been re-
moved.

The advantage of the resulting dictio-
nary is its support for taking into account all 
word forms for stems, each of them will be as-
signed a unique index. Thus, all cases, differ-
ent forms of words, as well as words obtained 
by adding a prefix, will unmistakably lead to a 
single stem.

The process of dictionary formation 
and its form is described in more detail in the 
previous works of the authors [18].

Using formal stochastic grammar 
to model sentence structure

Stochastic grammar is used to create 
rules that describe the structure of sentences in 
a text. For each rule, the probability of appli-
cation in a particular work is determined. The 
probability of inferring the entire sentence is 
defined as the probabilities of the speech parts 
sequences product used in it. The resulting 

rules will generate a language characteristic of 
the processed and structurally similar a certain 
author works [19].

To describe the structure of the text 
under study, speech parts are used as a char-
acteristic of the word. Thus, each word in the 
sentence is replaced by the part of speech that 
it is. For more information about the structure 
of sentences and the rules for their construc-
tion, characteristic of a particular author, read-
ing not only parts of speech, but also forms, 
numbers, gender, etc. for the word under study 
[19].

For each speech part, its occurrence 
probability in a certain place of the sentence in 
the given text is calculated. The certain speech 
part appearance probability in the studied se-
quence will more accurately capture the each 
of the authors under study individual writing 
style characteristic. After receiving the text in 
the form a speech parts sequences set in sen-
tences with the probability of their occurrence 
in a particular place, rules are formed. The pro-
cess is described in more detail in the previous 
work of the authors [19].

An example of the same passage from 
the work “Доля” by T. Shevchenko in terms 
of rules: 

where σ – is the initial nonterminal,  
 the  -th nonterminal in the rule of the  -th 

level,  – is the probability of applying the 
corresponding rule when parsing this work.

More details are given in the work of 
the authors. [12].

Forming an author profile
To obtain the profile of a specific au-

thor, calculations are carried out to determine 
each of the studied indicators groups for all the 
works of the author in the training sample. Fur-
ther, they are all collected in one vector X – the 
profile of the author.

For example, when working with 
4-grams, based on the obtained indicators, a 
vector is formed that contains the frequency 
of each such 4-gram occurrence in the text. To 
compile the author’s profile, such vectors are 
taken into account for each texts in the train-
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ing sample and the average value for each of 
them is found. A similar procedure is repeated 
to form vectors based on the remaining groups 
of indicators.

An example of a vector image of 
T. Shevchenko based on 4-grams::

 = [АБАЗ, АБАЙ, АБАР, АБАС, 
АБАТ, АБАУ, АБЕР, АБІК, АБІЛ, АБЛА, 
АБОГ, АБОТ, АБОЮ, АБОЯ, АБУД, АБУД, 
АБУЛ, АБУС, АБУТ, АВАБ, АВАВ, АВАЛ, 
…].

In total, there are 8748 4-grams used in 
the text in the vector. And their frequencies:

 [0.0001249, 0.0001565, 0.0001249, 
0.0001565, 0.0001249, 0.0001249, 0.0001565, 
0.0001565, 0.0001249, 0.0001249, 0.0004998, 
0.0001249, 0.0001249, 0.0001249, 0.0004381, 
0.0001249, 0.0001249, 0.0001249, 0.0001565, 
0.0002499, 0.0001565, 0.0004696, …].

As can be seen, there are a large num-
ber of obtained 4-grams and their frequencies, 
which is time-consuming and computationally 
expensive to work with. However, since each 
author has his own style of writing, different 
4-grams may be most informative for different 
authors. In addition, often the least common 
letter combinations can be of the greatest im-
portance, as they will be a characteristic fea-
ture of the author’s language. Thus, the list of 
received frequencies requires additional anal-
ysis of their informativeness and subsequent 
data reduction to work with only the most sig-
nificant indicators.

To optimize performance and obtain 
best result, when working with different indi-
cators in the vectors, a genetic algorithm was 
applied to determine the weights of each of 
them in each group.

In this work, on the basis of all the 
above indicators and further determination of 
their weight, profiles of the authors were com-
piled. In total, the author’s profile included four 
main groups according to the methods studied. 
Each of the groups includes a list of indica-
tors with individual weights for each. Thus, for 
each author, a list of indicators was determined 
that most accurately reflect his author’s style 
and allow you to identify similar elements in 
the texts of the control sample.

An example of a T. Shevchenko profile 
vector based on stems, created on the basis of 

the Large Electronic Dictionary of Ukrainian 
(VESUM):

 […а, аа, аб, абатів, абатівськ, 
абатств, абатськ, абет, абетк, аби, аби-
аби, абиде, абиколи, абикуди, аби-но, 
абискільки, абись, аби-то, абич, …].

In total, there are 7239 stems used in 
the text in the vector. As can be seen from the 
data obtained, the number of topics for analy-
sis is as large as previous, which will also re-
quire subsequent reduction and selection the 
most informative of them.

Their weights for the profile 
T. Shevchenko:

 = […0.91, 0.12, 0.55, 0.08, 0.18, 
0.82, 0.9, 0.85, 0.99, 0.89, 0.17, 0.86, 0.38, 
0.99, 0.42, 0.58, 0.98, 0.62, 0.43, 0.34, …].

And working with the rules when cre-
ating a profile, all the rules obtained in the pro-
cess of analyzing the texts in the training sam-
ple were collected in a single database, and for 
each of them was also found a weight. The to-
tal number of rules was 6946, the following is 
an example of a vector with weights for them:

 […0.35, 0.88, 0.25, 0.44, 0.21, 
0.6, 0.41, 1, 0.08, 0.2, 0.72, 0.21, 0.86, 0.49, 
0.62, 0.12, 0.54, 0.14, 0.12, 0.24, …].

The number of rules is somewhat less, 
but still requires the selection of the most im-
portant and informative ones for the correct 
determination of authorship with the least ex-
penditure of resources.

For a repeat experiment, the profile 
of each author was reduced for each group of 
indicators. The indicators with the smallest 
weights for each of the groups were discard-
ed in order to reduce the time and computing 
power of the computer. 

During the experiment, the authorship 
of natural language texts was determined by 
two samples. The sample included works of 
art due to the presence of the author style char-
acteristic in them and confirmed information 
about their authorship, which is not subject to 
doubt.

For the first experiment, 40 texts of fic-
tion by 10 Ukrainian authors were selected in 
the training sample. The control sample con-
sisted of 60 texts by the same authors.

The works of the following authors are 
presented: IB – I. Bahrianyi, AV – A. Vyshnia, 
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MV – M. Vovchok, AD – A. Dovzhenko, HK – 
H. Kvitka-Osnovianenko, PM – P. Myrnyi, 
VN – V. Nestaiko, VP – V. Pidmohylnyi, IF – 
I. Franko, MK – M. Khvylovyi.

Attribution results
In working with a control sample, when 

determining the authorship of a text based on 
the author’s profile, the following results were 
obtained.

Based on the data presented, working 
with the author’s profile, the number of works 
with correctly identified authorship in the con-
trol sample was 54 works out of 60. The meth-
od under study made it possible to determine 
the authorship of most texts correctly, with 
some exceptions. While when comparing the 
profile of the following authors – Bahrianyi, 
Vovchok, Kvitka-Osnovianenko, Franko and 
Khvylovyi – one of the works was not correct-
ly identified and showed a great similarity with 
the profile of another author in the sample.

During analyzing the result obtained, 
some similarity of styles in the two works was 
shown by Bahrianyi and Franko, and it can 
also be argued that Khvylovyi’s style most 
often echoes the styles of other authors: in 3 
cases out of 6.

Table 1 – Authorship establishing result 
with the full profiles

real defined real defined
IB IB MV MV
IB IB MV MK
IB IB MV MV
IB IB AD AD
IB IB AD AD
IB IF AD AD
AV AV AD AD
AV AV AD AD
AV AV AD AD
AV AV HK HK
AV AV HK HK
AV AV HK MK
MV MV HK HK
MV MV HK HK
MV MV HK MK
PM PM VP VP
PM PM VP VP
PM PM VP VP

PM PM IF IF
PM PM IF IF
PM PM IF IF
VN VN IF IB
VN VN IF IF
VN VN IF IF
VN VN MK MK
VN VN MK MK
VN VN MK MK
VP VP MK MK
VP VP MK MK
VP VP MK IF

When excluding from the list of indica-
tors the least significant for each author. Thus, 
the number of 4-grams in the profile decreased 
by 1750, stem by 1448 and rules by 1390, 
which amounted to 20% in each of the classes. 
When working with optimized vectors, the fol-
lowing results were obtained.

As a result of the experiment with a re-
duced author profile, the result was 53 works 
with correctly established authorship out of 60. 

Results and discussion
As a result of the experiment using a 

genetic algorithm and obtaining the best solu-
tion, the following results were obtained: out 
of 60 texts in the control sample, the author-
ship of 54 works was established correctly, 
which amounted to a total 90%.

Table 2 – Authorship establishing result 
with the reduced profiles

real elimi real elimin
IB IB MV MV
IB IB MV MHK
IB IB MV MV
IB IB AD AD
IB IB AD AD
IB IF AD AD
AV AV AD AD
AV AV AD AD
AV AV AD AD
AV AV HK HK
AV AV HK HK
AV AV HK MKH
MV MV HK HK
MV MV HK HK
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MV MV HK MKH
PM PM VP VP
PM PM VP VP
PM PM VP VP
PM PM IF IF
PM PM IF IF
PM PM IF IF
VN VN IF IB
VN VN IF IF
VN VN IF IF
VN VN MKH MKH
VN VN MKH MKH
VN VN MKH MKH
VP VP MKH MKH
VP VP MKH MKH
VP PM MKH IF

For comparison in previous works and 
the application of these methods separately, 
the following results were obtained. The best 
indicator – 91% coincidence of the texts au-
thorship – was obtained when working with 
4-grams. Working with the basics of words us-
ing dictionaries and stemming gave a result of 
88%.

As you can see, the combination of 
different approaches and methods did not sig-
nificantly improve the result, however, it made 
it possible to take into account additional fea-
tures of the text due to working with grammars.

Based on the data obtained, the most 
successful methods of working with text are 
4-grams – working with them is average in 
terms of resources and time, relative to other 
methods, and gives the best result. As well as 
work with stochastic grammars, due to the dis-
play the features of the phrases and sentences 
construction by the author, however, this meth-
od requires significant computational and time 
resources.

The result of working with stems and 
dictionaries shows that they are less informa-
tive. Taking into account the high cost of these 
methods in calculations and time, the methods 
are the most expensive and the least informa-
tive among all those used.

With the exception of the least signifi-
cant indicators and, as a result, a reduction in 
their number, the result obtained was 52 works 
with correctly established authorship, which is 

a good result – 87% the accuracy of the defi-
nition.

This approach made it possible to sig-
nificantly reduce the complexity and time of 
calculation, while the result did not decrease 
significantly.

Conclusions
In the work, various approaches were 

explored for the formation of the general au-
thor profile: work with 4-grams, stems, recur-
rent analysis and sentence structure formalized 
by means of a formal stochastic grammar.

This approach made it possible to ob-
tain an effective profile of the author, taking 
into account the various features of his personal 
language, from the use of individual words to 
the peculiarities of constructing sentences. The 
results obtained demonstrate the effectiveness 
of an integrated approach that provides better 
results compared to approaches that take into 
account individual aspects of the author’s style.
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